**SALARY\_HIKE and CHURN\_OUT\_RATE**

Emp\_data -> Build a prediction model for Churn\_out\_rate

Do the necessary transformations for input variables for getting better R^2 value

**Inferences from the Data Set:**

Data Set talks about the Years of experience with respect to Salary with 30 Observations

**Columns:**

Salary\_hike

Churn\_out\_rate

**Data Set Size:** 10

Data give is found to be a continuous data for which a simple linear regression can be performed getting deeper into the data analysis and its behavior

**Salary\_hike:**

Ranges between 1580 - 1870

For this Salary\_hike the mean is 1689, it is just the average of the Salary\_hike data

The median for the given data is 1675, it speaks about the center of data

A comparison between mean and median tell us that data is skewed (median=1675 < mean=1689), if data was not skewed, we would have considered mean but hear it is skewed so we take Median to talk about data.

The Data is Right Skewed, Skewness= 0.72
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**Churn\_out\_rate:**

Ranges between 60 - 92

For this Churn\_out\_rate the mean is 72.90 , it is just the average of the Churn\_out\_rate data

The median for the given data is 71, it speaks about the center of data

A comparison between mean and median tell us that data is skewed (median=71<mean=72.90), if data was not skewed, we would have considered mean but hear it is skewed so we take Median to talk about data.

Skewness =0.54
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**Plot for Salary\_hike vs Churn\_out\_rate:**

![C:\Users\RAVI\Desktop\SC](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABI4AAAKjCAMAAABMV7R5AAAAZlBMVEUAAAAAADoAAGYAOpAAZrY6AAA6ADo6AGY6Ojo6OpA6ZmY6kNtmAABmADpmZgBmkJBmtv+QOgCQOjqQkGaQtpCQ27aQ2/+2ZgC225C2/7a2///bkDrb////tmb/25D//7b//9v///8h6FQGAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAT8UlEQVR4nO3dC1viWILH4Xir6R3pXd2L7IqIfP8vuUm4iHGoglzgH/O+z9N22q4JZ1Llr09OAinWABGKaw8AYEOOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEhes5RAdBwrRz1uztg/OQICCFHQAg5AkLIERBCjoAQcgSEkCMghBwBIeQICCFHQAg5AkLIERBCjoAQcgSEyM7RGR+AAoxddI6K/l8XiJWco2KIFwZSyREQQo6AEMk5snYEkxKdI1fWYEqycwRMiBwBIeQICCFHQAg5AkLIERBCjoAQcgSEkCMghBwBIeQICCFHQAg5AkLIERBCjoAQcgSEkCMgxEA5+nguarevvewOmIBhcrQoHjcby91Gp90BUzBIjj6e9xFa3L113h0wCYPkaDV72m0uj5yuyRHQYHYEhBhq7Wg7PbJ2BJxqoCtrq9nmytqRuZEcAd+47wgIceEcFXu97A74QQa+DfLp2C+QI6BhmBy9/3pZrxe3r+v5sduy5QhoGPJC/7z8Or/vvjtgEoa8DbK658htkMCJBp0d3W/O2LruDpiEgW6DvHnZLCCtZk7WgNMMdGVtWRTFzW9qJEdAk9sggRByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREGKQHK1mj+XXZVEUt6897A6YhOFytLh7q7aeuu8OmITBcrQNUR2ljrsDJmGwHL0/1DlaHjldkyOgwewICDFQjorS/Xq3qN1xd52UA7nUSwGdDHWhvyzSzct6WRyp0cVyVFzwtYBOfvh9R8UlXwzo5MI5KvZ62d2fX+/gK5BtoBzNi+L+47mszpHbjsyOgKZhclRdT5tXa9lXX8q2dgSjMUiOPp7LCC1vXtYBF/pdWYOxGOhC/9PuBki3QQIn+vGzI2AsBl47qsPUeXfAFPzwK2vAePzw2yCB8ZAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEAPl6OO5qN2+9rI7YAKGydGieNxsLHcbnXYHTMEgOfp43kdocffWeXfAJAySo9Xsabe5PHK6JkdAg9kREGKotaPt9GgEa0dFkTMWmLSBrqytZpsra0fmRkE5KtZBg4FJm/p9R8XBV+CqLpyjYq+X3XUnRxBjoBzNi+K+vhXy6cgvSAmAHEGMgZay797KIt1Xa0jpS9nWjiBFmxytZsXd2/xIZyr1hf7lzct6DBf6c04cYeJa5KjsTBmZo/Oe9fY2yM0NkG6DBE50fo6qqU8151kcfXvsuGZHQIjzc1RNfarIHJv3VPZrRwf3Z7d8XWAq2s+O5kdvcVyP6MoaEKP12tHiaGn6fV1gKlpeWSuKemXoAq8LTMXU3yQCxGixlP33Zl70u6XsHl8XmIr2OfrNhf4+XxeYinNzNP98E+xvbsvu8XWBqWg/O7rQ6wJTYSkbCNEiR7tPerR2BPSpRY7md2+L+/X7g9sggT61ec/a43pZvYX2d28S6e91galo9xba93+81n9d4HWBqWj3Ftrq6pocAb1qsXZU3f84f3SyBvSrzYX++X11da3ThTU5AprcdwSEaLd2dMHXBaai3ZW1C74uMBVtPg2y26rRma8LTEWb2VHhTSJA/yxlAyE65ejjP1t/1ogcAQ1yBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBAeig2E8FBsIISHYgMhPBQbCOEd/UAIn3cEhGg9O+r4mZByBDS0P1mb31/kdYGpaJ8j9x0BvWqfI/cdAb1qnaPVzMka0Kf2V9bu3i7yusBUuO8ICCFHQIg2OXp/KM/Vbrq9VUSOgIY2D8Wu3zy7KJ4u8rrAVJyfo4/nzVv5F53WsuUIaGhzZW0zLXIbJNArsyMghLUjIIQra0AI9x0BITzYCAghR0AIOQJCyBEQYpAcrWbVrQDL3328vxwBDcPlqL5NcncLd/vXBaZisBxtQ3Ts3m05AhoGy9H7Q52jY+9skyOgwewICDHIXdmbj9O+X+8WtTvu7gcoD8e1hwDxWuTo4/mEh2KXRbp52b7bttPr/gjFemr/j6GFFjmad3sc9pmv+xMUB1+BY9p8/NqxGc8pe9lrv4/xkSM4RftPg/yN1eyPH802qZ9NOYJTtPk0yD8+fnY1++fDH6ZQ0/rZtHYEJ2j1aZB/mh5V53OL4rfVmtgP58TOTqGV9g/F/s2Vtf171o4XyU8n0DDQfUfbU7Xl0WjJEdDQ/kkiv3HCxTc5AhoGurImR8C52ixluw0SGMAgS9l9vi4wFR5sBISQIyCEkzUgROvZUccFbTkCGtqfrM3/+Na1Xl4XmIr2Oeo2PZIjoKF9jhZyBPSpdY5WMydrQJ/aX1n74yes9fO6wFS47wgIIUdAiKEebNTb6wJT4cFGQIgLP9jo/NcFpmKQj1/r83WBqRjkwUZ9vi4wFS3Wjt4fepgeyRHQcGaO9p8u4soa0DP3HQEh5AgIcXaONivZ7w8dr/bLEdBwbo5Ws81bZ3d/H/x1gak4N0fzXYU63g0pR0DDmTk6eCL2otP0SI6AhrMv9O/vOfLhtECvzs7R5+xIjoA+nb12tH+HyNzJGtCnc3O0f4dIx7eKyBHQcPZ9R8uiPl1bFN1uPJIjoKHNO/qrN6x1fVe/HAEN3iQyEuV/Aq49BBiYHI1DsXbM+PHkaBSKg6/wU8nRKMgRUyBHoyBHTIEcjYO1IyZAjkbClTV+PjkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQgyUo82zIYvi9rWX3QETMEyO9o/MXh57drYcAQ2D5OjjeR+hxd1b590BkzBIjlazp93m8sjpmhwBDWZHQIih1o620yNrR6Pi6Ulc1UBX1lazzZW1I3MjOYrk2ZJcl/uO2PHkba7swjkq9nrZHX2SI65soCtrR0/S2uyOy5AjrmygHP3z4cgSdpvdcSHWjriugXL0uF4U933tjktxEs1VDZaj6iL/b4rkjz3QMGCO1nWR3JUNnGbYHPWzO2AS5AgI4TZIIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkiI48DYm+yBHdeFYkvZEjOvEkbfojR3QiR/RHjuhEjuiPHNGNtSN6I0d05MoafZEjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEIPkaDV7LL8ui6K4fe1hd8AkDJejxd1btfXUfXfAJAyWo22I6ih13B0wCYPl6P2hztHyyOmaHAENZkdAiIFyVJTu17tF7Y67Y1LKPzrXHgJXMtSF/rJINy/rZXGkRnLEEcXan47Jct8RUYqDr0zNhXNU7PWyO34cOZqygXI0v31dvz8U1QlbH7tjMuRoyobJUV2jXy9ug+Rs1o4mbLi7sufVlTUX+jmXM/npGihHT+uP5/qimtsggRMNdLJWzowWZkfAOYbJ0Wp2+1pPj5bH1rLlCGgY6kL/cnM5/76n3QE/n9sggRByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKOgBByBISQIyCEHAEh5AgIIUdACDkCQsgREEKO4EqKwo/BV3IE11Gs/Rw0yBFcRXHwlQ05gquQo+/kCK5Cjr6TI7gOa0ffyBFciStrTXIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhBgoRx/PRe32tZfdARMwTI4WxeNmY7nb6LQ7YAoGydHH8z5Ci7u3zrsDJmGQHK1mT7vN5ZHTNTkCGsyOgBBDrR1tp0fWjoBTH+E00JW11WxzZe3I3EiOYDpOfsCl+46AQZ3++O8L56jY62V3QLyr52h++7p+fyiKm5dedgeM1rVzVNfo18uXS/4ddgeM2HXXjlazxzJJ99WmC/0weVe9slbNibb3HrkNEjjRQCdr5cxoYXYEnGOYHK1mt6/19Gh5bC1bjoCGoS70LzeX8+972h3w87kNEgghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCXC1HAA1XytHljGTghtknw+xV3jjzRnSikQzcMPtkmL3KG2feiE40koEbZp8Ms1d548wb0YlGMnDD7JNh9ipvnHkjOtFIBm6YfTLMXuWNM29EJxrJwA2zT4bZq7xx5o3oRCMZuGH2yTB7lTfOvBGdaCQDN8w+GWav8saZN6ITjWTghtknw+xV3jjzRgRMlBwBIeQICCFHQAg5AkLIERBCjoAQcgSEkCMghBwBIeQICCFHQAg5AkKMKEfv/3it//ZQFPfVxrIobl6+bERoDHM1qx7sUm0FDnO5fe7MU/bR/Bxm9NFcrxebYxl7NJvjjDuc48nRanZbHcrl3Vu5WR7BZXn4qr8+NyI0h/n+azuyyGFuNuOP5mYz/mguqkHVbc88mt/GGXc4R5OjMt/Vofx4fiz/YXH7utmY36/3GxGaw1wvtz9PkcOsVaPMPpq1apjZR/PjuRrP4UHMGua3ceYdzrHkaFk81sdu3/P3h2q2Wf4Z3W9cc3g734a5Xmx/jyOHWXl/eEw/mpV6mNlHc/9jnnk0v48z73COJUfrbcqXt/9Xnu8+7n7gy+/tN649vq2vw1zP/yq+jvfa49vaj2T+mc/Uo1mphxl+NHcnQbFHszHOvMM5thwtivrU4n57plt+3W9ce3xbX4e5mt29lb/tj+vIYa6r5YQqmtlHc70bZvrR3C4Ixx7NxjjzDufocnSz7Xjsb/nXYe6/FznM9frLn8TUo7n+OqLYo1nN4KqTytij2Rjn/nsx4xxdjurjWZ7rxk6Ivw5z873D8V5zbAd2I5lX/4HMPb34OsyN1KP5uWSUejQb49x8L+lwji1Hm0NWHr7Q5cLmMDffOxzvNcd2YPtnb3MSlLr42hzmRurR3M8xYo9mY5yb7yUdzrHlaDV72mymXkxtDHPzG3043hDbn/PtBC77aO6HmX00v48ubZiNceYdzrHlaL0oZ+310Uu91awxzPr3eP4YOsz9iLKP5n5E2UdzvyaTejSb44w7nKPLUf2OgXrmvii297XvNyI0hznfvXEgcpj7CXr20dwPM/tozsP/bH4bZ9rhHFGOgJ9NjoAQcgSEkCMghBwBIeQICCFHQAg5AkLIERBCjoAQcgSEkCMghBwBIeQICCFHQAg5AkLIERBCjoAQcgSEkCMghBwBIeQICCFHQAg5AkLIERBCjoAQcgSEkCPOtZoVRbF52Pv+O09/+p887f++mj0ONzZGTY4407Ko0jK/efn81sk52mzLEf+aHHGm+X319eP5/vNbckQv5IjzfOnQvDxte9rWZrf9938Vt/9e/ZrF5y9czf7jofq3+5O1RVF/KQpp4pMccaZlsc9MNVFalGdtVWU+t+/e1svb17JbhzOi8t+U/3aXo0UVrupXvz/oEXtyxLneH7Yr2au/X6p/qic9B9uPm+nS+6/P1aX6m+W/3eZouZlSVSVaflkTZ9rkiBY+novtUvZydw72dbucKy3KWdJO/c0qWnWO/qpP0Zb1HqqCwYYc0c68nNYsymnS/25mR1+260nP/OA07GuObv67mjiV8arJETtyxHl205lyclNvbk/WDrfX1Xnc//zdvBNgn6PH9bxaXzq8VQDWcsS5dlfWyvlPve6z3JygHW7Xv+qvg3O1bzn67BZ8kiPOtCyq0CyLXVTKje3saLdd/arFl0v4zRxtTvWq6dHcHIk9OeJc9ZtE6oosqr/PN9fvD7dLh9fV/kWOVrP7zX1HLqzxSY4YxPu/vf35F8EXcsQgFm5v5GxyxADeH6r1pep+yZr1IU4iR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhJAjIIQcASHkCAghR0AIOQJCyBEQQo6AEHIEhPh/CevdTuTvu8kAAAAASUVORK5CYII=)

The above scatter diagram infer that the Salary\_hike and Churn\_out\_rate are moderately negative correlated.

Correlation Coefficient:

Let’s see the relationship between the Salary\_hike and Churn\_out\_rate

**cor(Salary\_hike,Churn\_out\_rate)**

**-0.9117216**

Based on the correlation value obtained which is -0.91(approx.) also tells that it is negative correlation

We use **lm() function from Base Package in R-Studio** to estimate the Salary\_hike using the other variable Churn\_out\_rate whereas in **python LinearRegression() is used from the sklearn package**

Call:

lm(formula = Churn\_out\_rate ~ Salary\_hike, data = SH\_CO)

Residuals:

Min 1Q Median 3Q Max

-3.804 -3.059 -1.819 2.430 8.072

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 244.36491 27.35194 8.934 1.96e-05 \*\*\*

Salary\_hike -0.10154 0.01618 -6.277 0.000239 \*\*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 4.469 on 8 degrees of freedom

Multiple R-squared: 0.8312, Adjusted R-squared: 0.8101

F-statistic: 39.4 on 1 and 8 DF, p-value: 0.0002386

**P-values:**

coefficient p-values are used to determine which terms to keep in the regression model

Look at the r-squared values are 0.8312

Lets apply some transformation on the data to get a better transformation, there are different types of transformation techniques like log transformation, exponential transformation, Quadratic model..

Lets also look into the plots how they are behaving

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **output** | **input** | **cor** | **R^2** | **RMSE** | **Model** | **Plot** |
| CO | SH | -0.91 | 0.83 | 3.99 | SLR | C:\Users\RAVI\Desktop\C1 |
| CO | log(SH) | -0.92 | 0.84 | 3.78 | LT | C:\Users\RAVI\Desktop\C2 |
| CO | SH\*SH |  | 0.97 | 1.57 | QM-2D | C:\Users\RAVI\Desktop\C3 |
| CO | SH\*SH\*SH |  | 0.98 | 1 | QM-3D | C:\Users\RAVI\Desktop\C4 |

CO = Churn\_out\_rate SH= Salary\_hike ET= Exponential Transformation

QM-2D= QM2D=Quadratic model 2Degree QM-3D= QM2D=Quadratic model 3Degree

Based on obtained R-squared values and the plot the best transformation technique is Polynomial 3Degree with 0.98 R-squared value and RMSE vaue 1

**Packages:**

**R Studio**

* readr
* ggplot2
* moments

**Python**

* import pandas as pd
* import numpy as np
* import matplotlib.pyplot as plt
* from sklearn.linear\_model import LinearRegression
* import statsmodels.api as sm
* import statsmodels.formula.api as smf
* from sklearn import metrics

**CODES:**

**R code:**

**# Simple Linear Regression Assignment #**

**# 3) Emp\_data -> Build a prediction model for Churn\_out\_rate**

**# Do the necessary transformations for input variables for getting better R^2 value for the model prepared.**

library(readr)

library(ggplot2)

library(moments)

SH\_CO <- read\_csv("C:/RAVI/Data science/Assignments/Module 6 Simple linear regression/DataSets/emp\_data.csv")

View(SH\_CO)

attach(SH\_CO)

summary(SH\_CO)

range(SH\_CO$Salary\_hike)

range(SH\_CO$Churn\_out\_rate)

skewness(SH\_CO$Salary\_hike)

skewness(SH\_CO$Churn\_out\_rate)

**#Exploratory Data Analysis**

boxplot(SH\_CO$Salary\_hike)

boxplot(SH\_CO$Churn\_out\_rate)

**#scatter plot for Caloriesconsumed vs Weightgained (Plot x,y)**

plot(Salary\_hike,Churn\_out\_rate)

**#calculate correlation coefficient**

cor(Salary\_hike,Churn\_out\_rate)

**#Simple Regression model**

reg <- lm(Churn\_out\_rate~Salary\_hike,data =SH\_CO)

summary(reg)

**#values prediction**

**#Confidence interval Calculation**

confint(reg,level = 0.95)

pred <- predict(reg,interval = "predict")

**#predict function gives fit value and its lower and upeer values as a range**

pred <- as.data.frame(pred)

pred

**#####Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() +

geom\_point(aes(x =`Salary\_hike` , y =`Churn\_out\_rate` ),colour='red') + geom\_line(aes(x = `Salary\_hike`, y = predict(reg, newdata=SH\_CO)),colour='blue') + ggtitle('Salary\_hike vs Churn\_out\_rate') +

xlab('Salary\_hike') +ylab('Churn\_out\_rate')

cor(pred$fit,`Churn\_out\_rate`)

**#Calculate Residuals "Errors"**

reg$residuals

reg$residuals^2

mean(reg$residuals^2)

rmse <- sqrt(mean(reg$residuals^2))

rmse

**############ Applying transformations##############**

**############ lOGORITHMIC MODEL x = log(Salary\_hike); y = Churn\_out\_rate ############**

plot(log(`Salary\_hike`),`Churn\_out\_rate`)

cor(log(`Salary\_hike`),`Churn\_out\_rate`)

log\_reg <- lm(`Churn\_out\_rate` ~ log(`Salary\_hike`),data = SH\_CO)

summary(log\_reg)

**#values prediction**

**#Confidence interval Calculation**

confint(log\_reg,level = 0.95)

pred\_log <- predict(log\_reg,interval ="predict")

#predict function gives fit value and its lower and upeer values as a range

pred\_log <- as.data.frame(pred\_log)

pred\_log

rmse\_log <- sqrt(mean(log\_reg$residuals^2))

rmse\_log

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Salary\_hike` , y =`Churn\_out\_rate` ),colour='red') +

geom\_line(aes(x =`Salary\_hike`, y = predict(log\_reg, newdata=SH\_CO)),colour='blue') +

ggtitle('Salary\_hike vs Churn\_out\_rate') + xlab('Salary\_hike') +ylab('Churn\_out\_rate')

**############Polynomial model with 2 degree (quadratic model) ;x =Salary\_hike^2 ; y = Churn\_out\_rate ############**

**#### input=x & X^2 (2-degree); output=y ####**

reg\_quad2<- lm(`Churn\_out\_rate` ~ `Salary\_hike`+I(`Salary\_hike`\*`Salary\_hike`),data = SH\_CO)

summary(reg\_quad2)

**#prediction**

**#Confidence interval Calculation**

confint(reg\_quad2,level = 0.95)

pred\_quad2<-predict(reg\_quad2,interval = "predict")

pred\_quad2 <- as.data.frame(pred\_quad2)

pred\_quad2

resq=`Churn\_out\_rate`-pred\_quad2$fit

rmse\_quad<-sqrt(mean(resq^2))

rmse\_quad

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Salary\_hike` , y =`Churn\_out\_rate` ), colour='red') + geom\_line(aes(x = `Salary\_hike`, y = predict(reg\_quad2, newdata=SH\_CO)), colour='blue') + ggtitle('Salary\_hike vs Churn\_out\_rate') +xlab('Salary\_hike') +ylab('Churn\_out\_rate')

**############Polynomial model with 3 degree (quadratic model) ;x = Salary\_hike^3; y = Churn\_out\_rate ############**

**#### input=x & X^2 & x^3 (3-degree); output=y ####**

reg\_quad3<- lm(`Churn\_out\_rate` ~ `Salary\_hike`+I(`Salary\_hike`\*`Salary\_hike`)+I(`Salary\_hike`\*`Salary\_hike`\*`Salary\_hike`),data = SH\_CO)

summary(reg\_quad3)

**#prediction**

**#Confidence interval Calculation**

confint(reg\_quad3,level = 0.95)

pred\_quad3<-predict(reg\_quad3,interval = "predict")

pred\_quad3 <- as.data.frame(pred\_quad3)

pred\_quad3

resq3=`Churn\_out\_rate`-pred\_quad3$fit

rmse\_quad3<-sqrt(mean(resq3^2))

rmse\_quad3

**##########Plot Graph for both Actual values and also the predicted linear Graph(Actual:Red,Predicted:Blue)#########**

ggplot() + geom\_point(aes(x =`Salary\_hike` , y =`Churn\_out\_rate` ),colour='red') +

geom\_line(aes(x = `Salary\_hike`, y = predict(reg\_quad3, newdata= SH\_CO)),colour='blue') +

ggtitle('Salary\_hike vs Churn\_out\_rate') +xlab('Salary\_hike') +ylab('Churn\_out\_rate')

################################################################################

**PYTHON:**

**# For reading data set**

**# importing necessary libraries**

import pandas as pd **# deals with data frame**

import numpy as **np # deals with numerical values**

SH\_CO = pd.read\_csv("C:/RAVI/Data science/Assignments/Module 6 Simple linear regression/DataSets/emp\_data.csv")

import matplotlib.pylab as plt **#for different types of plots**

SH\_CO.Salary\_hike

plt.scatter(x=SH\_CO['Salary\_hike'], y=SH\_CO['Churn\_out\_rate'],color='green'**)# Scatter plot**

np.corrcoef(SH\_CO.Salary\_hike, SH\_CO.Churn\_out\_rate) **#correlation**

help(np.corrcoef)

import statsmodels.formula.api as smf

plt.hist(SH\_CO["Salary\_hike"])

plt.hist(SH\_CO["Churn\_out\_rate"])

model = smf.ols('Churn\_out\_rate ~ Salary\_hike', data=SH\_CO).fit()

model.summary()

**#values prediction**

**#Confidence interval Calculation**

pred1 = model.predict(pd.DataFrame(SH\_CO['Salary\_hike']))

pred1

print (model.conf\_int(0.95)) **# 95% confidence interval**

res = SH\_CO.Churn\_out\_rate - pred1

sqres = res\*res

mse = np.mean(sqres)

rmse = np.sqrt(mse)

**######### Model building on Transformed Data#############**

**# Log Transformation**

**# x = log(Salary\_hike); y = Churn\_out\_rate**

plt.scatter(x=np.log(SH\_CO['Salary\_hike']),y=SH\_CO['Churn\_out\_rate'],color='brown')

np.corrcoef(np.log(SH\_CO.Salary\_hike), SH\_CO.Churn\_out\_rate**) #correlation**

model2 = smf.ols('Churn\_out\_rate ~ np.log(Salary\_hike)',data=SH\_CO).fit()

model2.summary()

pred2 = model2.predict(pd.DataFrame(SH\_CO['Salary\_hike']))

pred2

print(model2.conf\_int(0.95)) # 95% confidence level

res2 = SH\_CO.Churn\_out\_rate - pred2

sqres2 = res2\*res2

mse2 = np.mean(sqres2)

rmse2 = np.sqrt(mse2)

**############Polynomial model with 2 degree (quadratic model) ;x = Salary\_hike\*Salary\_hike; y = Churn\_out\_rate############**

**#### input=x & X^2 (2-degree); output=y ####**

model4 = smf.ols('Churn\_out\_rate ~ Salary\_hike+I(Salary\_hike\*Salary\_hike)', data=SH\_CO).fit()

model4.summary()

pred\_p2 = model4.predict(pd.DataFrame(SH\_CO['Salary\_hike']))

pred\_p2

print(model4.conf\_int(0.95)) # 95% confidence level

res4 = SH\_CO.Churn\_out\_rate - pred\_p2

sqres4 = res4\*res4

mse4 = np.mean(sqres4)

rmse4 = np.sqrt(mse4)

**###########Polynomial model with 3 degree (quadratic model) ;x = Salary\_hike\*Salary\_hike\*Salary\_hike; y = Churn\_out\_rate############**

**#### input=x & X^2 (2-degree); output=y ####**

model5 = smf.ols('Churn\_out\_rate ~ Salary\_hike+I(Salary\_hike\*Salary\_hike)+I(Salary\_hike\*Salary\_hike\*Salary\_hike)', data=SH\_CO).fit()

model5.summary()

pred\_p3 = model5.predict(pd.DataFrame(SH\_CO['Salary\_hike']))

pred\_p3

print(model5.conf\_int(0.95)) **# 95% confidence level**

res5 = SH\_CO.Churn\_out\_rate - pred\_p3

sqres5 = res5\*res5

mse5 = np.mean(sqres5)

rmse5 = np.sqrt(mse5)